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Abstract Data fusion consists of merging information coming from teifierent
surveys. The first one is called reference or donor survelevtthé second is called
punctual or receptor survey. In order to perform data fusguth two indepen-
dent surveys must have a block of common variables that id ase bridge be-
tween them. A natural question that arise from data fusidimitien is: it is always
possible to take a merging of two different surveys comimgrfitwo independent
samples? This work is about the possibility to evaluate tiertielation structure
between the common variables aimed to define some criteiwalows to define
them as "similar”.
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1 Introduction

Data fusion involves the imputation of a complete block o$smg variables in in-
dependent data sets. It consists of matching two already weleys in order to
make it possible to transfer part of the information corgdiim one survey to a sec-
ond one. The first survey is called reference survey (dondrixjiathe second is
called punctual survey (receptor matrix). Data fusionvedlais to treat data coming
from the two distinct surveys as a whole. With the aim of deiaing the com-
plete block of unobserved values of a set of variables iredud a first survey but
not in a second, data fusion can be approached by means ohgniksta imputa-
tion techniques. Missing data of the receptor matrix willilguted by exploiting
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information coming from the donor matrix. To perform suchiamputation a set
of variables in common to both surveys is required. Diff¢mraethodologies have
been proposed in literature for data fusion, and they catdssitied in two families
(Schulte Nordholt, 1998; Saporta, 2002). A first groexplicit model-based estima-
tion methodsrelies on finding anodelfor the variables to be imputed in the donor
survey and on applying it for the receptor survey (see i.@ifRRUd987; Barcena and
Tusell, 1999; D'’Ambrosio, Aria and Siciliano, 2012). Thecerd group includes
the so-calledmplicit models for imputationin such a case, for each statistical unit
of the receptor survey, one or more donor units are sele€temvalues of the donor
units are then imputed to the receivers (see i.e. Baker,jdHand O'Brien, 1989;
Aluja-Banet, Daunis-i-Estadella and Pellicer, 2007; Radic, 2008).

Several authors have studied the preliminary assumptiopsrforming data fusion
(see in example D’Orazio, Di Zio and Scanu, 2006; Rassle 20004).

One of these conditions, in using implicit models in patiécun the framework
of file grafting, concerns the study of the stability of théatnships among the
common variables of both donor and receptor surveys. Thasgittons have been
investigated by Bonnefous et al., (1986) and Aluja-Banet®mo, (2001) through
factorial methods. According to the point of view of the aarh) the stability as-
sumption among common variables to the two surveys allows define a com-
mon space on which to represent the whole information of dath sets. We think
that such hypothesis of interrelation structure shoulddyéigd. This is mandatory
for a consistentesult of the fusion in terms of missing data imputation. \Weld
work either on the correlation or the covariance matricetheftwo independent
surveys. Our choice is about the covariance matrices besa@sire also interested
in the scale of the common variables. In other words, theyaigbf the interrela-
tion structure between the two independent surveys meahsading the statistical
equality (or "similarity™ in terms of data fusion) of theavariance (or correlation)
structure of the common variables to both the independentgs. Dealing only
with numerical variables, a feasible tool is the Box’s Mtt@ox, 1950; Box and
Draper, 1969).

We state that, in the framework of implicit models, verifyithe equality of covari-
ance matrices is a necessary but not sufficient conditioausecdifferent values
in mean between the common variables of the two surveys dallowts to use in
the better way the best donor(s). For that reason, MANOVArtesst complete the
check of preliminary assumptions of data fusion. As Box'dddt is usually used to
check homoschedasticity in MANOVA analysis, we choose ® Bisx's M-test to
directly check the equality of covariance matrices as prielary step.

2 TheBox's M -test

We assume two independent surveys named sukvayd surve)B. LetK be a ma-
trix of dimensionn; x qrepresenting tha& survey and leZ be a matrix of dimension
ny x j representig th® survey. Letp be the number of variables common to both
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matricesK andZ. Let X; be then; x p submatrix ofK matrix called donor matrix.
Let X be then, x p submatrix ofZ matrix called receptor matrix.
We assume thaXy ~ Np (1, 21) andXo ~ Np (U, 22), with 2 = 25 = 2.
A way to verify the equality of the population covariance neas is the Box’s M-
test.
The null hypothesis is

Ho 21 =2r=2

whereZ is the presumed common covariance matrix. A likelyhooarsttatistic for
testing the null hypothesis is given by

n-1

Aiﬂ(!s'io.oz’

where§ is theit" sample covariance matri$pool is thepooledsample covariance
matrix given by

Soool = (=S +(m-1)S}.

ot
SEi(ni—1)

The Box M statistic is based on tly& approximation to the sampling distribution
of —2InA, which gives

2

2
M= .Zl(”i‘l)] '”\Sp|—;[(ni—1)|n|3\] 1)

Under the null hypothesi$/ statistic is distributed as > with v degrees of free-
dom, withv = 0.5k(k+ 1)(g— 1), k is the number of variables amds the number
of groups.

Several experiments on simulated datasets show how thistemse of missing data
imputation is higher when the interrelation structure kestwthe donor and receptor
matrices is verified.
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