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#### Abstract

Data fusion consists of merging information coming from two different surveys. The first one is called reference or donor survey while the second is called punctual or receptor survey. In order to perform data fusion, such two independent surveys must have a block of common variables that is used as a bridge between them. A natural question that arise from data fusion definition is: it is always possible to take a merging of two different surveys coming from two independent samples? This work is about the possibility to evaluate the interrelation structure between the common variables aimed to define some criteria which allows to define them as "similar".
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## 1 Introduction

Data fusion involves the imputation of a complete block of missing variables in independent data sets. It consists of matching two already held surveys in order to make it possible to transfer part of the information contained in one survey to a second one. The first survey is called reference survey (donor matrix); the second is called punctual survey (receptor matrix). Data fusion allows us to treat data coming from the two distinct surveys as a whole. With the aim of determining the complete block of unobserved values of a set of variables included in a first survey but not in a second, data fusion can be approached by means of missing data imputation techniques. Missing data of the receptor matrix will be imputed by exploiting

[^0]information coming from the donor matrix. To perform such an imputation a set of variables in common to both surveys is required. Different methodologies have been proposed in literature for data fusion, and they can be classified in two families (Schulte Nordholt, 1998; Saporta, 2002). A first group, explicit model-based estimation methods, relies on finding a model for the variables to be imputed in the donor survey and on applying it for the receptor survey (see i.e. Rubin, 1987; Barcena and Tusell, 1999; D'Ambrosio, Aria and Siciliano, 2012). The second group includes the so-called implicit models for imputation. In such a case, for each statistical unit of the receptor survey, one or more donor units are selected. The values of the donor units are then imputed to the receivers (see i.e. Baker, Harris and O'Brien, 1989; Aluja-Banet, Daunis-i-Estadella and Pellicer, 2007; Piscitelli, 2008).
Several authors have studied the preliminary assumptions in performing data fusion (see in example D’Orazio, Di Zio and Scanu, 2006; Rassler 2002, 2004).
One of these conditions, in using implicit models in particular in the framework of file grafting, concerns the study of the stability of the relationships among the common variables of both donor and receptor surveys. These conditions have been investigated by Bonnefous et al., (1986) and Aluja-Banet and Thio, (2001) through factorial methods. According to the point of view of the authors, the stability assumption among common variables to the two surveys allows us to define a common space on which to represent the whole information of both data sets. We think that such hypothesis of interrelation structure should be verified. This is mandatory for a consistent result of the fusion in terms of missing data imputation. We could work either on the correlation or the covariance matrices of the two independent surveys. Our choice is about the covariance matrices because we are also interested in the scale of the common variables. In other words, the analysis of the interrelation structure between the two independent surveys means evaluating the statistical equality (or ""similarity"" in terms of data fusion) of the covariance (or correlation) structure of the common variables to both the independent surveys. Dealing only with numerical variables, a feasible tool is the Box's M-test (Box, 1950; Box and Draper, 1969).
We state that, in the framework of implicit models, verifying the equality of covariance matrices is a necessary but not sufficient condition because different values in mean between the common variables of the two surveys do not allows to use in the better way the best donor(s). For that reason, MANOVA test must complete the check of preliminary assumptions of data fusion. As Box's M-test is usually used to check homoschedasticity in MANOVA analysis, we choose to use Box's M-test to directly check the equality of covariance matrices as preliminary step.

## 2 The Box's M-test

We assume two independent surveys named survey $A$ and survey $B$. Let $K$ be a matrix of dimension $n_{1} \times q$ representing the $A$ survey and let $Z$ be a matrix of dimension $n_{2} \times j$ representig the $B$ survey. Let $p$ be the number of variables common to both
matrices $K$ and $Z$. Let $X_{1}$ be the $n_{1} \times p$ submatrix of $K$ matrix called donor matrix. Let $X_{2}$ be the $n_{2} \times p$ submatrix of $Z$ matrix called receptor matrix.
We assume that $X_{1} \sim N_{p}\left(\mu, \Sigma_{1}\right)$ and $X_{2} \sim N_{p}\left(\mu, \Sigma_{2}\right)$, with $\Sigma_{1}=\Sigma_{2}=\Sigma$.
A way to verify the equality of the population covariance matrices is the Box's Mtest.
The null hypothesis is

$$
H_{0}: \Sigma_{1}=\Sigma_{2}=\Sigma
$$

where $\Sigma$ is the presumed common covariance matrix. A likelyhood ratio statistic for testing the null hypothesis is given by

$$
\Lambda=\prod_{i=1}^{2}\left(\frac{\left|S_{i}\right|}{\left|S_{\text {pool }}\right|}\right)^{\frac{n_{i}-1}{2}},
$$

where $S_{i}$ is the $i^{\text {th }}$ sample covariance matrix, $S_{\text {pool }}$ is the pooled sample covariance matrix given by

$$
S_{\text {pool }}=\frac{1}{\sum_{i=1}^{2}\left(n_{i}-1\right)}\left\{\left(n_{1}-1\right) S_{1}+\left(n_{2}-1\right) S_{2}\right\}
$$

The Box M statistic is based on the $\chi^{2}$ approximation to the sampling distribution of $-2 \ln \Lambda$, which gives

$$
\begin{equation*}
M=\left[\sum_{i=1}^{2}\left(n_{i}-1\right)\right] \ln \left|S_{p}\right|-\sum_{i=1}^{2}\left[\left(n_{i}-1\right) \ln \left|S_{i}\right|\right] \tag{1}
\end{equation*}
$$

Under the null hypothesis, $M$ statistic is distributed as a $\chi^{2}$ with $v$ degrees of freedom, with $v=0.5 k(k+1)(g-1), k$ is the number of variables and $g$ is the number of groups.

Several experiments on simulated datasets show how the consistence of missing data imputation is higher when the interrelation structure between the donor and receptor matrices is verified.
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