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Abstract International trade data are often affected by multiple linear populations
and heteroscedasticity. An immediate consequence is the false declaration of out-
liers. We propose the monitoring of the White test statistic through the Forward
Search as a new robust tool to test the presence of heteroscedasticity. We show that,
if the data are considered on a monthly basis, the heteroscedastic problem can be
often bypassed.
Abstract I dati del commercio internazionale sono spesso affetti da popolazioni
multiple ed eteroschedasticità. Una conseguenza diretta di questi comportamenti
è la falsa dichiarazione di outlier. Proponiamo inoltre il monitoraggio del test di
White attraverso la Forward Search come nuovo strumento robusto per verificare
la presenza di eteroschedasticità. Si mostra inoltre come, analizzando i dati su base
mensile, tale problema possa spesso essere evitato.
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1 Introduction

The international trade between EU Member States and third countries produces a
huge amount of data which are firstly collected by the Customs and then monthly
aggregated by national statistical offices (e.g. the Italian ISTAT). The analysis of
the resulting dataset through suitable statistical procedures is usually focused on the
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detection of anomalies of various kinds: recording errors, specific market price dy-
namics or more in general transactions which are not in line with the market. Moni-
toring such discrepancies is of primary interest for EU authorities as they could hide
unfair or fraudulent commercial behaviors, such as trade-based money laundering,
dumping, import duty evasion. All these can have a big negative impact on the EU
economy, the EU budget and on the internal competition of EU market. The statis-
tical treatment of such data requires the availability of robust methods, in order to
obtain results that are not affected by the irregularities that we are looking for.

One of the robust statistical techniques most successfully applied in this context
is the Forward Search (FS), “...a powerful general method for detecting unidentified
subsets and masked outliers and for determining their effect on models fitted data”
[4]. In [4], the FS is applied on imports of a fishery product that is now available in
the FSDA toolbox [5]. The FS output of the regression of volume of trades on quan-
tities traded clearly points out the presence of a point-wise outlier and of a group of
transactions occurred at a price sensibly lower than the normal (“fair”) price of the
product. Unfortunately, international trade dataset are sometimes characterized by
two general problems that dramatically affect the good properties of FS and could
lead to misleading conclusions: the presence of multiple linear structures and the
heteroscedasticity. They can be considered as a direct consequence of the limits of
products’ classification, whose categories are often not enough precise to distinguish
the different quality levels of the products in the same category. This topic has been
extensively debated in several official documents regarding the possibility of using
custom data for the calculation of Import/Export Price Indexes. See [3].

A typical case of multiple populations is presented in the left panel of Figure 1,
where the exchanged quantities of an ornamental fish and the corresponding vol-
umes are plotted. It is possible to clearly detect at least three linear relations, repre-
senting three different prices. It is obvious that no robust method based on a linear
relation between quantity and volume, like the FS (right panel), would be able to
disentangle the three relations and to provide a plausible result.

This is POD (final R2=0.94864, initial R2=0.66977)
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Fig. 1 EU imports of an ornamental fish. Data represent monthly aggregates for the period starting
in January 2009 until December 2011. Left panel: scatterplot of VALUE against QUANTITY
exchanged. Right panel: forward plot of the Minimum Deletion Residual
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This is POD (final R2=0.99398, initial R2=0.94981)
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Fig. 2 EU imports of a mineral product. Data represent monthly aggregates for the period starting
in January 2009 until December 2011. Left panel: scatterplot of VALUE against QUANTITY
exchanged. Right panel: forward plot of the Minimum Deletion Residual

Left panel of Figure 2 represents instead a case of heteroscedastic trade data;
the good considered here is a mineral product. As the data show, the assumption
of homoskedasticity for the OLS residuals is clearly violated. Again, the results
and the conclusions based on the FS regression (right panel) could be affected by
the violation of such a fundamental assumption and should be evaluated carefully.
Therefore, the availability of an instrument which is able to point out when we
can trust the single normal model and therefore the FS output and when instead it
has been probably contaminated by one of the mentioned problems, is of primary
importance. It could help us indeed to distinguish the real discrepancies in trade data
from the spurious ones.

The paper is organized as follows. In the next section, the consequences of the
application of the FS on dataset characterized by multiple populations and het-
eroscedasticity are analyzed. Then, the use of the White test as a diagnostic tool
for monitoring and evaluating the departure from the homoscedasticity assumption
is presented. Finally, a monthly price approach is introduced as a possible solution
to heteroscedasticity.

2 The Forward Search in presence of multiple populations and
heteroscedasticity

The basic idea of the FS [1] is to start from a small, robustly chosen, subset of the
data and to fit subsets of increasing size, in such a way that outliers and subsets of
data not following the general structure are clearly revealed by diagnostic monitor-
ing. If there is only one population the increasing fitting from a few observations to
all observations will be stable. Otherwise, if in the data there are outliers or groups,
there will be a point where the stable progression of fits is interrupted. In the classi-
cal regression model we have one univariate response Y and v explanatory variables
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X1, . . . ,Xv satisfying
E(yi) = β0 +β1xi1 + · · ·βv + xiv (1)

under the usual assumptions. Each subsample is obtained by looking at the n squared
regression residuals

e2
i (m) = [yi −{β̂0(m)+ β̂1(m)xi1 + · · ·+ β̂v(m)xiv}]2 i = 1, · · · ,n

computed from the OLS estimate of beta at step m. S(m+1) is defined as the subset
of observations corresponding to the m+ 1 smallest squared residuals e2

i (m). The
search starts from an outlier-free subset of m0 observations. Usually m0 = v+ 1,
with S(m0) chosen through the least median of squares criterion of [6].

In our context, the response variable is the value of the transactions whereas the
explanatory one is the quantity of product exchanged. The output of the FS applied
to the ornamental fish trades of Figure 1 and to the mineral product data of Figure
2 are represented in the corresponding right panels. In the case of multiple popula-
tion, the FS automatically selects the linear structure with the highest leverage and
declares outliers all the points of the other structures. However, this declaration may
be misleading since the points detected could simply represent prices of different
quality levels. Besides, in the case of heteroscedasticity the FS tends to over-declare
the outliers. It seems indeed that most of them are actually coherent with the model,
once heteroscedasticity is taken into account. Moreover, the line estimated by the
method does not seem to represent the central tendency of the data.

Then the main consequence of applying the FS in presence of heteroscedasticity
or multiple linear structures is an over-declaration of outliers. This represents a se-
rious problem in the anti-fraud context because each outlier should be analyzed in
detail in order to determine whether it may hide or not a fraudulent behavior and to
initiate a costly investigation. In other words, declaring false outliers means wasting
economic resources and should be thus avoided.

3 Forward plot of the White test

In order to verify the presence of heteroscedasticity, we can use the well known
White test [2]. To avoid the bias introduced by the possible presence of outliers, we
propose to robustify the test by monitoring the statistic with the FS. More precisely,
the quantity monitored is the coefficient of determination of the following auxiliary
regression, that we report for the simple case of one independent variable:

e2
i (m) = α̂0(m)+ α̂1(m)xi1 + α̂2(m)x2

i1 +ui i = 1, · · · ,n (2)

Figure 3 presents the forward plots of the White test statistic for the two datasets
considered. For the mineral product (left panel) the plot shows that after about
500 steps the statistic exceeds the 90%, 95% and 99% confidence bands, obtained
through montecarlo simulations, represented with dashed lines. This highlights very



Analysis of complex data in official statistics 5

clearly the presence of heteroscedasticity in the dataset. As a consequence, the for-
ward plot of the minimum deletion residual, traditionally monitored in the regres-
sion context, exceeds the bands from the very first steps (right panel of Figure 2). In
conclusion many outliers are wrongly declared. The right panel of Figure 3 demon-
strates that the forward plot for the White test can be also used to detect situations
where data contain different linear structures, like for the ornamental fish dataset.

As a result, in our operational context we can use the proposed approach to high-
light cases when the standard FS outlier detection model is not reliable and more
complex models have to be adopted. FS models for the heteroscedastic and multiple
population cases are matter of future work. The next section proposes an approach
to work around the problem, specifically applicable in our context.

4 Monthly fair prices

In trade data the latent factor which often explains the presence of heteroscedas-
ticity is the time factor. The price of a product is indeed subject to changes during
time due to several reasons (inflation, technical improvements, seasonal effects). As
a result, considering simultaneously data related to different time periods could pro-
duce multiple groups. On the other hand, heteroscedasticity could also be seen as a
particular case of multiple populations. In fact, if the linear structures are so close
to almost overlap, it would be difficult to distinguish their graphical representation
from one originating from a single population with heteroscedastic error.

But if we analyze each single time period independently, then we should be able
to isolate every linear structure, provided that the product is well and univocally
defined and that there are no other latent factors. As an example, Figure 4 shows
in its left panel the scatterplot for the January data of the mineral product dataset.
The data lie on an almost perfect line and there are no signs of heteroscedasticity.
As a further confirmation, the right panel shows the corresponding forward White
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Fig. 3 Forward plot of the White test statistic for the mineral product (left panel) and the ornamen-
tal fishery (right panel) datasets.
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Fig. 4 EU imports of a mineral product, for January 2009 only. Left panel: scatterplot with outliers
detected by the FS. Right panel: forward plot of the White test statistic.

test plot. The trajectory confirms indeed the absence of heteroscedasticity: the curve
exits from the 90% band only in the last step of the FS, which is indication of
the presence of some outliers but not of heteroscedasticity. Moreover, now the FS
regression is able to capture the central tendency of the data and to give a reliable
and robust estimate of the monthly price of the product. Scatterplots of other months
show similar results.

Another advantage of the monthly approach is that it gives the possibility to study
the trade price dynamics. This is relevant for detecting general patterns of economic
interest such as unexpected peaks, seasonal components, markets trends and so on.
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