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Un modello mistura per lo studio della probabilità di abbandono universitario entro il primo anno
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Abstract University drop-out is one of the most important problems occurring in degree courses. The aim of this study is to analyze the first year drop-out at the University of Pisa. The analysis is focused on identifying the covariates affecting the probability to drop-out and on detecting the possible existence of unobserved subgroups of students having different drop-out rates. A dataset from the administrative data was collected for the cohort of freshmen enrolled to the first cycle degree courses in the academic years 2009 and 2010. The characteristics that affect the subgroups membership should represent an useful information for carrying out academic policy changes that could reduce the drop-out rate.
Abstract L’abbandono degli studi rappresenta uno dei problemi più delicati che si verificano durante il primo anno di università. Lo scopo di questa ricerca è quello di capire se esistono sottogruppi non osservabili di studenti caratterizzati da diverse probabilità di abbandono. L’analisi è stata effettuata utilizzando i dati delle coorti di immatricolati nei corsi di laurea triennale e ciclo unico dell’Università di Pisa negli anni 2009 e 2010. I risultati ottenuti potrebbero essere utili per programmare azioni di intervento finalizzate alla riduzione del tasso di abbandono.
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1 Introduction
The Italian university system was undergone some radical changes that affected almost every aspect of its organization. The changes were motivated by the necessity to conform to the other European countries; more specifically, to lower the extremely high yearly drop-out rate (at the beginning of the 2000s it was that only 30-35% of the students enrolled obtained a degree), and to lower the number of years spent by students to obtain their degree (a four year course took in the average eight years).
One of the most important indicators of effectiveness, as well as of efficiency, that Universities have to take into account for evaluating the teaching activities, is the first year drop-out rate; its value is still too high in almost the Italian universities even after the reform
, being on average about 17% during the last academic years [3]. This calls for deeper researches to find out the reasons and the possible solutions for this issue which has strong social and political implications. Past research [2,1] and commonsense tell us that the most important factors affecting the probability of dropping out from degree courses are the characteristics of students at time of enrolment, the quality of teaching activities and its possible changes during the period of studies.
To carry out our research we used a data set collected from the administrative archive of the University of Pisa consisting of the cohorts of freshmen enrolled in the years 2009 and 2010. The analysis is focused on identifying the covariates affecting the probability to drop-out and on detecting the possible existence of unobserved subgroups of students having different drop-out rates.
Classical regression models assume that parameters are the same for all units in the population. This assumption is violated whenever the population is made up by an unknown but finite number of subpopulations (latent classes). In this case, explanatory variables may produce different effects on the response variable for each latent class. Hence, when the assumption of population homogeneity is not satisfied, the use of finite mixture regression models is more appropriate. The obtained results, hopefully, may provide information which could be useful for planning policies that will reduce the university drop-out rate.
To perform this analysis we used a finite mixture logit model that allows us to consider a methodological framework where the population is made up by an unknown but finite number of subpopulations (latent classes).
2 Data set of the University of Pisa
The data set was obtained by collecting information on the students' university careers from the administrative archive of the University of Pisa and contains the cohort of freshmen enrolled in the degree programs (first cycle and single-cycle degrees) in the academic years 2009-‘10 and 2010-‘11. At the end of the first year, students who declared to definitely withdraw were 2,219 (13.9%) out of 15,975. The drop-out rate was 15% in first cycle and 7.7% in the single-cycle degrees. If we add to these also students withdrawn without a formal statement, the first year drop-out rate is even higher.
The response is a binary variable y which discriminates students who submitted a formal decision for withdrawal at the end of the first year (y=1) from the students still enrolled (y=0).
In the estimation of the proposed model we considered explanatory variables available since the enrolment or measured during the first year: Gender (Female/Male), High school diploma (Classical/Scientific/Other), Secondary school grade (60-90/91-100), Diploma obtained after 19 years old (No/Yes), Residence (Other/Livorno, Lucca and Pisa), Credits obtained during the first year (Yes/Not), Having a scholarship (Yes/No).
3 Finite mixture logit model
Finite  mixture regression [6] is a statistical model technique which relaxes the single homogeneous population assumption to allow for parameter differences across unobserved subpopulations or latent classes. In this paper, the use of a finite mixture logit model allows for the investigation of unobserved subgroups of students, each having similar behaviour in terms of the drop-out probability at the end of the first academic year.
For a mixture model of K components in proportions 
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where f is the conditional density, 
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 is the vector of covariates, 
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is the prior probability of the k-th component, 
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 is the component specific parameter vector for the density function, and 
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 is the vector of all parameters [6]. 
In the case of a logistic regression, 
[image: image9.wmf]k

q

 is postulated to depend on the vector 
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 of the covariates through the logit function. In particular, a finite mixture logit model for a binary outcome y([0,1] observed on individual i across the latent classes of a categorical latent variable C with K categories which takes values k = 1, 2,…, K, conditional to the vector of covariates xi, can be expressed as:
	    
[image: image11.wmf]01

P

log|

1

i

ikki

i

Ck

P

b

ö

æ

==+

÷

ç

-

è

ø

βx


	(2)


where Pi = Pr(yi = 1 | Ci = k) is the probability that the response variable assumes the value 1 for individual i conditional to the latent class C. The probability of latent class membership, conditional to the covariate vector zi, is specified as a multinomial logistic regression model:
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where for the last class K the standardization aK = 0 and bK = 0 is used to designate this as a reference class. The model parameters were estimated by Maximum Likelihood (ML) using the Expectations-Maximization (EM) algorithm [5]. An outstanding problem in mixture models is the choice of the number of components. In practice, it is common to determine the optimal number of classes through the comparison of information criteria. Commonly used measures of fit include Akaike’s information criterion (AIC) and Bayes’s information criterion (BIC) [6].
4 Finite mixture logit model
The model was estimated using the software Mplus 5.21 [4]. Preliminary results on coefficients for each of the two latent classes, along with the estimated class proportions, are presented in Table 1. Standard errors are in parentheses and the regression coefficients significantly different from zero at p < 0.05 and p < 0.01 are indicated with superscript (*) and (**), respectively.
Table 1: Maximum likelihood estimates of the model parameters
	
	Class 1
	Class 2

	Model parameters
	Coefficients
	S.E.
	Coefficients
	S.E.

	Constant (β0)
	-2.017 
	**
	0.644
	0.796
	
	0.678

	Male
	-0.093
	
	0.266
	-0.109
	
	0.216

	Secondary school type (reference: other)
	
	
	
	
	
	

	  Classical
	0.142
	
	0.425
	-0.270
	
	0.328

	  Scientific
	-1.111
	**
	0.303
	-0.071
	
	0.242

	High school grade (91-100)
	-1.280
	*
	0.518
	-0.091
	
	0.471

	Diploma obtained after 19 years old
	0.023
	
	0.235
	-0.281
	
	0.251

	Having a scholarship
	1.535
	
	2.343
	0.224
	
	0.243

	Residence (Livorno, Lucca and Pisa)
	-0.487
	
	0.367
	-1.401
	
	1.634

	Credits obtained during the first year
	-3.299
	**
	0.243
	-2.689
	**
	0.398


In Table 2 estimates of the model parameters for class membership and the corresponding odds ratios are shown. The intraclass correlation coefficient (ICC) was also computed and the value obtained (ρ=0.130; p-value<0.0001) shows the presence of association in the responses within each course of study, thus indicating that a multilevel mixture approach would be possible. However, the current analysis is performed adjusting the standard errors for clustering while reserving to future developments the possibility of modeling also the multilevel data structure.
Table 2: Estimates of the model parameters for class membership
	Model parameters
	Coefficients
	S.E.
	Odds ratio

	Constant (ak)
	-0.853
	
	0.791
	0.426

	Male
	0.072
	
	0.384
	1.075

	Secondary school type (reference: other)
	
	
	
	

	  Classical
	-0.895
	*
	0.419
	0.409

	High school grade (91-100)
	0.967
	
	1.074
	2.630

	Diploma obtained after 19 years old
	-0.649
	**
	0.217
	0.523

	Having a scholarship
	-2.280
	
	2.375
	0.102

	Residence (Livorno, Lucca and Pisa)
	0.955
	*
	0.429
	2.599


Results of model fitting yielded quite different values of the coefficients between the two latent classes. The value of the constant which defines a baseline profile, - corresponding to an hypothetical student having a value of zero for each explanatory variable -, is -2.017 and 0.796 for Class 1 and Class 2, respectively. It shows that, on average, students in Class 1 have a lower probability to withdraw than students in Class 1. The percentage of the total of students and the different drop-out rates (ratios) between the two Classes are shown in Figure 1.
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Figure 1: Percentage of students (left side) and drop-out rate (right side) in Classes 1 and 2
Moreover, for students in Class 1 a High school grade (91-100), Credits obtained during the first year and a Scientific Secondary school diploma further reduce this probability. In Class 2 the only covariate having the effect of reducing the probability of drop-out is Credits obtained during the first year, although its effect is lower than in Class 1.
About class membership, the probability of being in Class 1 is higher for students with High school grade (91-100) and for students with Residence (Livorno, Lucca and Pisa) but lower for students with Classical Secondary school diploma and with Diploma obtained after 19 years old.
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