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A class of bibliometric indices based on a sum of increasing and concave functions
Una classe di indici bibliometrici basati su somme di funzioni crescenti e concave
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Abstract The h-index is used by major citation database to evaluate the academic performance of a researcher. We propose a new class of bibliometric indicators to measure the quality of the publications within the h-core (the group of the h most highly cited papers): the aim is to reduce the effect of extremely cited publications (which affects some well-known alternatives to the h-index such as the E- and A- indices) basing on a sum of increasing and concave functions.
Abstract L’h-index è utilizzato dai maggiori database di citazioni per valutare la performance accademica di un ricercatore. Nell’articolo viene proposta una nuova classe di indicatori bibliometrici per misurare la qualità delle pubblicazioni all’interno del cosiddetto “h-core” (l’insieme degli h articoli più citati): lo scopo è quello di ridurre l’effetto provocato da pubblicazioni con un numero estremamente elevato di citazioni (problema che colpisce alcuni noti indici alternativi all’h-index, quali l’indice-e e l’indice-A) utilizzando una somma di funzioni crescenti e concave.
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1	Introduction

The h-index (Hirsch, 2005) is widely used to quantify and measure the scientific productivity of a researcher basing on its publications and citations. The h-index is simply defined as the maximum number of papers h that received a number of citations greater or equal to h. The advantages and disadvantages of the h-index have been studied and discussed so far. Many authors proposed variants of the h-index introducing new variables which should be taken into account, such as the number of co-authors (Hirsch, 2005; Schreiber, 2009), the self-citations (Schreiber, 2007), the age of the papers (Jin, Liang, Rousseau and Egghe, 2007) or the age of the author (Abt, 2012). However, the h-index still has some drawbacks which are independent of the additional variables considered above. For this reason, improving the pure and simple version of the h-index still represents an interesting and constantly developing research field: in the present paper we propose a new point of view about this topic. 
The main success of the h-index is probably due its simplicity and its robustness, in that it is insensitive to low-impact publications with few or no citations. On the other hand the h-index is also insensitive to highly cited publications: as soon as such a publication is part of the h-core (the group of the h most highly cited papers; Rousseau, 2006), its actual number of citations has no longer influence. Further, the only number h seems to be too poor and “rough” to discriminate among authors with a similar scientific production: it is quite common to find researchers with an equal h-index (in particular for normal/ low values of the h-index). For all these reasons, many authors proposed alternatives to the h-index, without introducing any additional variable but only basing on publications and citations: the g-index (Egghe, 2006) is sensitive to exceptional publications; the A-index and the R-index (Jin, Liang, Rousseau and Egghe, 2007) and the e-index (Zhang, 2009) measure the overall citation “intensity” in the h-core. However, it seems that all these alternatives can be influenced too easily by few outstanding highly cited papers: for this reason we propose to reduce this side effect by downsizing citation values with increasing and concave functions.
2	A class of bibliometric indices

For a given researcher (say “researcher a”) with a total number of publications n(a) let us denote with  the number of citations of paper i (), and let the papers be ranked in decreasing order of the number of citations that they received, so that . The h-index for researcher a , say h(a), solves: . The g-index is defined by (notice that in some situations it does not exist). The A-index is defined as the average citations in the h core: ; the R-index is simply the square root of the total citations within the core ; the e-index is the square root of the sum of the excess citations in the h core, so ; henceforth we will consider, for simplicity, , say the E-index. The considered indices (A, R and E) are strictly related between them and are aimed to measure the intensity and the quality of the publications in the h core, but they are essentially based on a sum, which, from a statistical and  mathematical point of view, poorly describes the distribution of the citations within the core. If we take the E-index as a benchmark we can imagine two researchers with equal h value but also equal sum of excess citations. Take, for instance, researcher a and researcher b, with  and with a distribution of excess citations (within the h=10 core) respectively given by:

Researcher a: (20,20,20,20,20,20,20,20,20,20)
Researcher b: (100,0,0,0,0,0,0,0,0,0)

Now, the question is: basing on this information, who is the best researcher? (Notice that ,  and ). Our opinion is that researcher a should be preferred to researcher b, as the overall quality of the publications in the core should not depend too strictly on only one or few publications. In general we believe that a researcher with a more “even” or “omogeneous” distribution of excess citations should be preferred. The same result should hold, a fortiori, if the overall citations of researcher a is higher than the overall citations of researcher b (i.e. ). This could be said by writing

, for every k=0,1,2,…,h-1

where
;
.

It is interesting to note that this corresponds to the notion of “weak” majorization (Marshall and Olkin, 1979). More specifically,  is said to be weakly majorized from above  by  , and we write .
Note that in the very special case in which 

 (i.e. (),

(as in our first example)  is said to be (strongly) majorized by  , and we write . Majorization (Hardy, Littlewood and Pòlya, 1934) is a pre-order defined on vectors with the same number of components. It is aimed to determine whether the components of a vector are more (or less) “spread out” or more (or less) “equal” than the components of another vector. In our situation  means that among researchers a and b (although their number of overall citations within the core is equal) researcher a is more “stable” from a qualitative point of view, as its papers (starting from the less cited within the core) have a progressive number of citations which is always higher compared to researcher b. For this reason researcher a should be more reliable than researcher b. Thus, we search for an index which is consistent with respect to weak (and strong) majorization. The desired index is given by the formula

,

where  is an increasing and concave function. Indeed, the following property is proved in Marshall, Olkin (1979, p. 109):

Property. ) if and only if  for any increasing and concave function .

Hence, by taking for example   (), we define the following family of bibliometric indicators:

.

Notice that  and  (with the assumption ) so the defined class generalizes both the E- and h-indices. In particular . The choice of  may vary depending on how strongly we desire to reduce the weight of highly cited papers. Further studies and the application of the method to real data could confirm us that the new proposed index is halfway between the E-index and the h-index, in that it quantifies the “quality” of the publications within the h core in a more prudent way (according to the choice of ). The new index should basically reward the more reliable and productive researcher, instead of the author of only one of few “hits”. Future research could also reveal what values of  are most appropriate for measuring scientific performance using this class of bibliometric indices.
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