Bayesian Inference with Linked Data

Inferenza Bayesiana con dati abbinati

Andrea Tancredi and Brunero Liseo

Abstract In this paper we will describe some advances on a Bayesian methodology
for performing record linkage and making inference using the resulting matched
units. In particular, we frame the record linkage process into a formal statistical
model which comprises both the matching variables and the other variables included
at the inferential stage. This way, the researcher is able to account for the matching
process uncertainty in inferential procedures based on probabilistically linked data,
and at the same time, he/she is also able to generate a feed-back propagation of the
information between the working statistical model and the record linkage stage.
Abstract In questo articolo descriveremo, da un punto di vista bayesiano, alcuni
avanzamenti metodologici riguardanti I’abbinamento di record (record linkage) ap-
partenenti a file separati e la successiva inferenza con i dati abbinati. In particolare,
il processo di record linkage verra integrato con il modello inferenziale che si vuole
stimare. In questo modo sara posibile tenere conto dell’incertezza dell’ abbinamento
nella successiva inferenza e allo stesso tempo migliorare il processo di linkage gra-
zie all’informazione contenuta nel modello statistico.
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1 Introduction

From a methodological statistical perspective, the operation of merging two (or
more) data sets can be important for two different and complementary reasons: (i)
per sé, i.e. to obtain a larger reference data set or frame, suitable to perform more
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accurate statistical analyses;(ii) to calibrate statistical models via the additional in-
formation which cannot be extracted from either one of the two single data sets.If the
merging step can be accomplished without errors (maybe because a clear identifica-
tion key is available and it can be used to match the units in the two dataset), there
are no specific consequences on the statistical procedures undertaken in both the
situations. In practice, however, identification key are often not available and link-
age between statistical units is performed under uncertainty. This is when the record
linkage process must be performed and the possibility to make wrong matching de-
cisions is to be accounted for, especially when reporting the subsequent statistical
analyses.

To briefly explain what record linkage is, let us suppose to have two data sets,
say F1 and F>, whose records respectively relate to statistical units (e.g. individuals,
firms, etc.) of partially overlapping samples (or populations) S; and . The records
in the two data sets consist of several fields, or variables, either quantitative or cate-
gorical, which may be observed together a potential dose of noise. For example, in
a file of individuals, fields can be surname, age, sex, and so on. The goal of a record
linkage procedure is to detect all the pairs of units (j, j'), with j in S; and j" in S,
such that j and j’ refer actually to the same unit, via the information provided by
the observed records in the two datasets. If the principal goal of the record linkage
process is the former outlined above ( case (i)), a new data set is created by merging
together three different subsets of units: those which are present in both data sets,
those belonging to S7 only and those belonging to S> only. Of course, information
regarding the first group of individuals will be richer. Appropriate statistical data
analyses may be then performed on this enlarged data set: however, since the link-
age step is done with uncertainty, it may be affected from the presence of duplicate
units and by a sort of lack of efficiency, mainly due to erroneous matching in the
merging process.

On the other hand, the situation (ii) , which will be discussed throughout this
paper, is even more challenging, both from a practical and from a methodologi-
cal perspectives. Let us assume that the observed variables in F; are denoted by
(Y,V1,Va,...,V,) while the observed variables in F; are (X,V;,Vs,...,V}). Then
one might be interested in performing a linear regression analysis (or any other
more complex association model) between Y and X, restricted to those pairs of
records which are declared matches after a record linkage analysis based on vari-
ables (V1,...,V},). The intrinsic difficulties which are present in such a simple prob-
lem are well documented in [ Neter (1965) ] and discussed in [Scheuren and Win-
kler (1993,1997), Larsen and Lahiri (2005)]. However, it is easily seen that, in the
regression case, the presence of false matches (that is, matching record pairs which
do not refer to the same statistical unit) reduces the observed level of association
between Y and X and, as a consequence, they introduces a bias effect towards zero
in estimating the slope of the regression line. Similar biased are caused in any sta-
tistical procedure and, in most cases, this bias takes a specific direction. As another
example, when linkage procedures are used for estimating the size N of a population
through a capture-recapture approach, the presence of false matches may severely
reduce the final estimate of N



Bayesian Inference with Linked Data 3

We should also note, at this point, that in practical use of record linkage, it is
quite usual that the linker (the researcher who matches the two files) and the an-
alyst (the one which performs the statistical analysis) are two different persons,
working separately. However, as [Scheuren and Winkler (1993)] states “... it is
important to conceptualize the linkage and analysis steps as part of a single sta-
tistical system and to devise appropriate strategies accordingly”. Following such
a suggestion, and putting it into a broader perspective, let us suppose to observe
the variables (Y1,Ya,...,Y,Vi,V2,..,V;) on n; units in file F; and the variables
(X1,X2,...,Xp,V1,V2,..., V) observed on ny units in file F>. In this set-up we con-
sider the two-fold objective of using the key variables V1,V5,...,V}, to infer about
the true matches existing between sources F; and F> and, at the same time, of using a
statistical model .# to perform an analysis based on variables Y's and X's (or even in-
cluding the V’s), restricted to those records which have been recognized as matches.
In order to perform this double task, we argue that a fully Bayesian analysis is the
simplest way to obtain an integrate use of the information which

e improves the performance of the linkage step (through the use of the extra in-
formation contained in the Y’s and X’s. This happens because pairs of records
which do not adequately fit the model .# will be automatically down-weighted
in the matching estimation;

e allows, in a natural way, to account for matching uncertainty in the estimation
procedure related to model . involving Y’s and X’s.

e improves the accuracy of the estimators of the parameters of model .# in terms
of bias.

2 A Bayesian model for record linkage

In this section we briefly sketch the mathematical framework of the model. First we
discuss in detail the Bayesian model for record linkage and then we show how to
link it with the inference model . .Suppose we have two matrices of record, say V|

and V; of different sizes n; and ny respectively. Here Vi = (vqy,...v; ,,]) and V, =
(Va1,...,v2,) and each single v;; can be represented as v;; = (vj1,...,Vijn), thatis it
contains the observed values of a categorical random vector v = (vy,...,v;) whose

support is YV = {Vj1j27.',’jh = (jl,...,jh) Jji=1..0ki;...5)n = 1,...kh}. Also,
consider the sets M and U of “true matches” and “true non matches” respectively.
More precisely, M = {(j, j') : record j € V| and j’ € V; refer to the same unit}, and,
of course, U = M®. The main goal of any record linkage technique is to identify
which pair of records should be assigned to M.

We model the observed data matrices V| and V, of key variables, taking into
account both the potential measurement error and the matching constraints. Let ¥
be true unobserved value for the field / of the record j on data set V;. We assume that
p(viji[Vij1) = }/15%1 (viji) + (1 =%)p(viji) Vijl. Notice that v;;; is a mixture of two
components, the former is degenerate on the true value while the latter is distributed
over the other possible values of the variable; 7 is the probability that the variable
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V} is observed without noise. This model, known as “hit and miss”, was introduced
by [ Copas and Hilton (1990)]

To build a model for true values ¥;;;s we introduce the matching matrix C. In
particular, let C be a n; X ny unknown matrix whose entries are either 0 or 1, and
C;y = 1 represents a match, C = 0 denotes a non-match: We assume that each data
set does not contain replication of the same unit so that i Ciy < I,and }, j Ciy < 1.
We assume that the true values distributions depends on the entries of C, that is,

riC)= [T p@y) I pOy) II pGusy). @

e o S
].ij/—OV] j .Cj_/-/—OVj jJj .ij/—l

Moreover, we take independent multinomial sampling for the non match true
values, that is

h
pFij= (1, jn) = Helj,
I=1
and a degenerate joint distribution for the true match values

U 0 if V1 #Vyp

P(V1jsV2p) = {Hf’l 01, otherjwise !
Notice that the above model represents a simplied version of the model proposed
in [ Tancredi and Liseo (2011)] , where an additional layer - formulating a super-
population model - was added at the top of the hierarchy. This simpler model can be
obtained by integrating out with respect to the additional layer of hierarchy, under
specific prior assumptions.

The model outlined cannot be analysed in closed form and some form of sim-
ulation from the posterior distribution is necessary. In particular, we have used a
Metropolis-Hastings algorithm where the updating of the C matrix is performed by
adding, or deleting or switching matches. For example, when proposing a move
from Cj» = 0to C;y = 1, we accept the move with probability given by

q(CIC") p(V1,V5|C',6,7) p(C')
q(C'|C) p(V1,V2|C.6,7) p(C)

where ,
p(Vi,Va[C",08,y)  p(vj,V}[6,7)

p(VlaVZ‘Cea’}/) B p(VJ|GaY)p(V/J|GaY)

If the move is accepted, we propose new true values (v j,ﬁ}) by sampling from their
full conditional distributions given the new status C;; = 1. Notice that the ratio (2)
appearing in the above acceptance probability represents the Bayes factor compar-
ing the hypothesis that the pair (j, /) is a match versus the alternative that it is not
a match: see for example [Lindley (1977) , Liseo and Tancredi (2011)] for similar
expressions when Gaussian distributions are adopted. After that a reasonably large
sample is drawn from the posterior distribution, we propose to estimate the matching
configuration by declaring matches only the pairs where p(C;; = 1|V1,V,) > %

2
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3 Bayesian Regression with linked data

Suppose the first data set is a n; x (h+ 1) matrix consisting of the variables (y,V}),
while the other data set is a ny x (h+ p) matrix, including variables (V»,X) where
X =(Xp,...Xp). Let X be the matrix containing the true (unobserved) covariate val-
ues for Y. X has dimension n; x p. Conditionally on X and on the true matching
variables V| and V5, we assume a Gaussian linear regression model for Y, that is,
Y|X,B,0% ~ N(XB,02I). In addition, given the matrices of true values V; and V5,
we assume, for V| and V5, the “hit and miss” model as illustrated before. Condition-
ally on the matching matrix C, we also assume that the covariates for y; are given by
the vector x ; (the x-part of the j'-th row of data set B) only when C;y = 1; otherwise
we assume that they are unknown with a specific distribution p(X). The choice of
p(+) is not crucial and, in general, a multivariate Gaussian distribution will be used.
More precisely, we have

rXlO)= TI &,&) I pr&)

i Cip=1 JiCjp=0v]'

For the matrices of true values V; and V, we will adopt the same model expressed
by (1). Notice that the covariates vector for non-matches pairs are handled as miss-
ing variables. The posterior simulation can easily be conducted via a standard
Metropolis-Hastings algorithm. In this case, an “add-one-match” move will be ac-
cepted with a probability depending on

POV VAIC,0,) 9B 0?) p(vj,v716,7)
p(y7V17V2|C> 677/) f¢(y]’iTﬁ762)p(i)di p(V]|97Y)p(V]/|97'Y) '

There are several important remarks and comments concerning formula (3). Firstly,
there is a fee-back effect between the parameters of the linkage block of the
model and those of the regression part. This happens because all of them appear
in the acceptance probability. This implies, for exampl,e that the posterior distri-
bution of the B vector will not be independent on C. This must be interpreted as
a bias -correction effect. Secondly, a closed-form expression for p(y j;ﬁ,cz) =
[ ¢(y;;%T B,0?)p(¥)dx can be obtained, for example, by assuming a multivariate
normal for p(%). Thirdly, when the “add-one-match” move gets accepted, we up-
date the true values (%;,7;, 17’1) by drawing from their full conditional distributions
conditionally on the new status C;y = 1

3)

4 Application

We now show an application of the proposed methods using the data of the Italian
Survey on Household Income and Wealth which is a sample survey conducted by
the Bank of Italy every 2 years. The 2010 survey covers 7,951 households composed
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of 19,836 individuals. Panel households and individuals represent 58% of the data.
From the 2010 survey we consider the individual net disposable income (y variable)
and the following matching variables: sex, age, marital status, employment status,
working sector. From the 2008 survey we consider, in addition to the matching vari-
ables, the 2008 net disposable income which will be assumed as a covariate x. Aim
of the application will be to estimate a regression model between y and x consid-
ering only the information provided by the matching variables. Figure 1 shows the
results obtained for the Friuli region via our integrated record linkage and regression
model. In particular, the left panel, shows the estimated regression line while the
right panel reports the posterior distribution of the regression coefficient. Figure 1
shows also the results obtained by considering the true matches, a plug-in approach
based on a regression conditional on the matching matrix estimated only via the
linkage model and another approach where we propagate the matching uncertainty
without exploiting the information of the regression model.

Posterior distributions
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2008 income (Euros) B

Fig. 1 Results with a single region (Friuli), n; = 434,n, = 355 Black line: (true) regression line
given by the 203 true matches. Black dashed line: true regression line without 2 very influential
obs. Red line: Bayesian estimation via the regression and linking model. Green line: Bayesian
estimation via the linking model and posterior regression plug-in. Blue line: Bayesian estimation
by matching uncertainty propagation from the linking model.
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